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Introduction

The problem of design and evaluation of system architecture has re-

ceived a rather ad hoc treatment. Over the years many computer systems

have been designed and implemented. Most of these designs were carried

out on a heuristic basis, usually trying to create the fastest or rost

general system with a particular technology. The system architectures

were frequently decided on the basis of the available technology rather

than the computational characteristics of the processing needs of the

user community. Our research efforts are aimed at developing methodo-

logies and techniques for systems architecture evaluation.

This study of Computer System Architecture Evaluation is divided

in four subproblems. Any evaluation of a system architecture has to be

done with reference to the processing demands placed on it. The first

subproblem we have been studying is that of suitable representation of

the user processing needs. Given a suitable characterization of the user

processing needs, various techniques may be used for the system archi-

tecture evaluation. The second part of this study is aimed at the tech-

niques applicable for architecture evaluation. The usefulness cf the

approaches to the first two subproblems can be assessed by real system

examples. Several such examples have been undertaken in this project.

The mathematical frameworkavailable for the study of system archi-

tectures is inadequate. We are formulating a hierarchical framework to

study the system architectures at various levels.

The rest of this report presents the accomplishments to date in the

solutions of the four subproblems, namely:

1. Problem Domain Characterization
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3. Case Studies

4. Framework for study of architectures

Most of our results have been published as the technical reports of the

Department of Computer Science and some have been submitted/accepted for

publication in Journals and Proceedings of conferences. Copies of the

published papers and reports are enclosed with this report.

Problem Domain Characterization

In evaluating the performance of computer system architectures we

have to explicitly consider the workload with respect to which such an

evaluation is to be done. A system suitable for numeric computations may

not be well suited for business applications. In some of our studies we

considered image processing as the problem domain.

In order to understand some of the characteristics of the workloads

presented by the image processing activities, we examined the workload of

the Computer Vision Lab on the Univac machines during November 1978. A

period of 17 days was taken (November 1-November 17) and all the log tapes

for this period were used in the study. A clustering 1,ased characterization

of the workload was carried out. There were a total of 19 clusters of jobs.

~An internal memo describing the results is enclosed. The workload created

by the Computer Vision Lab activities was spread in 5-6 clusters. These

clusters also contained many other research jobs. The results of this ex-

periment imply that from the resource usage stand point the image processing

jobs handled in the research environment of a University do not look that

differpnt from many other research jobs.



The activities of the Computer Vision Lab (CVL) not only include

actual processing of images but also developing tec&4 iques for imageU Iprocessing. Therefore, a significant share of the workload reflects

program development activity which is rather similar to program develop-

ment in other fields. For many image processing tasks a dedicated Grinell

system coupled to the PDP 11/45 system is used. Therefore, the CVL work-

load handled by the Univac machines does not reflect that activity. These

causes may contribute to the findings of our experi.ment regarding the clus-

ter-based characterization of the workload. At present we are examining

alternate ways of characterizing problem domains which may be more suitable

for architecture evaluation.

Evaluation Techniques

Network of queues models have been sucessfully used to evaluate com-

puter system performance. Analytic, simulation and approximation techniques

exist to solve these models. We examined the applicability of queueing net-

work models to system architecture evaluation problem.

The network of queues models for computer systems make strong assump-

tions regarding the way various resources are used by jobs and tasks, and

the kind of interactions that exist among the jobs, tasks and resources.

While many new genrralizations have been reported in the literature, the

models which can be solved today (using exact or approximation techniques)

do not adequately reflect the realistic constraints of the system at &n

architectural level. We are examining techniques for creating and solving

models which reflect the computer system realities more accurately.
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In problem domain characterization is is possible to come up with

approximate values of workload parameters. (In any parameter estimation

problem this is a common issue.) We have investigated the sensitivity of

the parameters of queueing ne twnrk models on the performance of the system.

Theoretical bounds relating the errors in parameter estimation to the errors

in performance quantities were obtainea

j Nearly all the deviopments in the queuting theory have been aimed at

the steady state behavior of queues. In practice, '.,)wever, transient response

is frequently necessary. Recently we developed techniae. which allow the

computation of the transient lasponse characteristics of a single server queue.

A paper on this technique has been accepted for publication in the International

Journal of Information Sciences.

The approach taken in obtaining a transient solution of a single server

queue is to evaluate the virtual waiting time for the server. Based on this

approach more complex queueing systems can also be studied. Recently we ob-

tained a solution to a queueing system with exponential queue with cyclic arrival

patterns.

While these developments are theoretical in nature they have direct and

immediate applications. Based on the analysis of thr cyclic queues we determined

that corresponding to a random routing there exists a deterministic routing which

is superior. An adaptive routing technique which takes into account the transient

behavior of the queues was also formulated.

The routing decisions which minimize the average time in the syst.em are also

effected by future arrivals. Only probabilistic information regarding UiJir" ar-

rival may be available Pt their arrival instant. An approach to routing which

#4
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Framework for Studies of Computer System Architectures

!n using a computer system to solve a problem, the original user

problem has to undergo several mappings or translations. At each step

of this process a level of detail of the computer system gets involved.

Today no framework exists which allows us to adequately model the system

and its workload at various levels. We are attempting to formulate a

hierarchical framework which will allow the system architecture to be

studied at various levels of detail.

The approach taken in this work is to consider the computer system

architecture in terms of a triple consisting of (algortihm, structure and

implementation). The algorithm is the ter, used here to capture the

problem domain characteristics relevant to the system architecture.

The structure specifies the basic structure of the system. The imple-

mentation is the mapping of the structure to the physical system. The

work on this framework started recently and a technical report documenting

some of our initial findings is in preparation.

Concluding Remarks

Our studies in the evaluation of computer system architectures have

attempted to examine the major subproblems involved. In the earlier sections

the major accomplishments have been summarized. We have published these

results as technical reports. Several of these are also getting published

in journals and conference proceedings. A copy of the technical reports

is enclosed here.
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